
R D-fl142 323 A MAXIMIUM-LIKELIHOOD APPROACH TO IMAGE SEGMENTATION BY i/i,
I TEXTURE(U) GEORGIA INST OF TECH ATLANTA SCHOOL OF
I ELECTRICAL ENGINEERING J E BEVINGTON ET AL. 1984

UNCLASSIFIED AFOSR-TR-84-0337 DRAG29-8i-K A824 F/G 12/1 NL



.p.Y
%L~

L.11 33a 112.

1.2

MICROCOPY RESOLUTION TEST CHART
NATIOPoAL BUREAU OfSTANOARS-1963 -AA

I%

% 4

% 
%



V7 N.~- ---.- - ....-.-

_AD-A142 
323

* SE CURIT C_4S'

- - -. REPORT DOCUMENTATION PAGE

2& SE AS- CA I N AuTHO ;TY 3. OISTRIBUTION.AVAILABILITY OF REPORT

______________________________________________ ppr-(vcd f-. pub .:.. . .

2b. DECLASS F .:T-ON DOWNGRADING SCHEDULE unIi- mi tcd.

4. PtRFOAMING ORGANIZATION REPORT NUMBERIS) S. MONITORING ORGANIZATION REPORT NUMBLRIii.

A~ospR-TR. 8 4 - 03
Ba.NAE F PRFRMNG RGNIATION tLOFFICE SYM60L ?a. NAME OF MONITORING ORGANIZATION

Georgia Instiwute of (if applicable)
IAir Force Office o! Scientific -

Technology
Gc. ADDRESS (City. State and ZIP Code) 7b. ADDRESS (Ciy. Stale and ZIP Code)

School of Electrical Engineering Directorate of Miathematical & Information

AAtlanta GA 30332 Sciences, Bolling AFB DC 20332

Be. NAME OF FUNOING/SPONSORING ISb. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMA1ER
ORGANIZATION V~111U.hI)

A-FOSR NM_______ DAAG29-81-K-0024
* c. ADDRESS (City. State and ZIP Codu) 10. SOURCE OF FUNDING NOS.

PROGRAM PROJECT TASK WORK UNIT

Bolling AFB DC 20332 ELEMENT NO. NO.A NO

11. TITLE lniclude Secui~rty Clasfication)

A MAXIMUM-LIKELIHOOD APPROACH TO IMAGE SEMENTA ION BY ETI

12. PERSONAL AUTHOR(S)

J.E. BevingLon and R.1M. Mersereau
1aTYEOREOT13b. TIME COVERED 14. DATE OF REOT(r, o.Dy 6.PG ON

TcnclFROM _ TO 1984 REOT4~'~ .PG ON

Id SUPPLEMENTAFRY NOTATION4

* 17 COSATI CODES 18. SUBJECT TERMS (Conltinue on revere if necesaaev and identify by block ,,umnbau

FIELD 7iAoup SOu.n

19. ABSTRACT 'Continue on retwerat if neessary and identify &y Ndock nunmberp
Thi-, papcor addresses the problem of segmenting an Image by texture. Specifically, !h.

in':.--;t :gators are concerned with estimating the trajectory of the boundarybitei

rf-'glnK characterized by different two-dimensional autocorrelation functionsi. An :~

12u.- developed which is an approximation to a maximum-l ikel ihood e .Airnator bat;(d ).h

rv3 22lnptfl of' Gaussian random fields with known mean and covariance. Pt-el Tpi': -X1

mc'rva. results are given.-

20 DIST i4IBUT ION/A VAILASILIYY OF ABSTRACT 21 ABSTRACT SECURITY CLASSIFIV~

UNCLASSIFIED/UNLiMITED CSAME AS RPT OTIC USERS F: E:....~.IjD

228 %AML OF RIESPONSISLIE INDIVIDUAL 22t, TELEPHONE NUMBER 22L uFFiCE SYMBOL

~fr. rh1 Dra'i-0- 7.7 49914

00 FORM 1473,83 APR 8 4 f WW;II)F I S oliso t I_

. . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . .t,



To be presented at the 1984 International Conference on Ac'oustics, Speech, and Signal

Processing.

AFCSR-TR- 24-033 7

M

A AIUCIEInD PRAHT M ZS.M AINB ZrR

1.E eigtnadR M esr.

.,(

Georia nstiuteof Tchnlog

In an Imag byinto tendre Spciia.y we or;ee

concrnedwithestiatin the tr eorygof ntite ofIMTO Technology
b o u d a r Sew e w o r g o s c h a lt r o fe E l c r i a Tnhn e i n 2 - o n a y e s i a i n p o b e s t a

AtSTnAC An agrtm ianelpd wihI n omalyndin an conturCwie partitins atetuod
appoxiatin t a axium-ikeihod etimtor obregio also e soampe 2-DI . n) im Imnt to. ts

Thiso pther adds seio thf Grussian of em fendt hr-n stI rsme ob eaiain o
w .ith ann ima by d textur Seif Pralyimwearye h iceerno il xI(~),teohro
concerimndth restmae ing eth trthcor ofel thean" ESIMT e POHIassthaION s n

boundary) aetee twopndn regionsou Ghauctrsidab

tionINROUCIO Aor aloihthdvlpd hc sa f n ing aptor Ce wicpsh e artit owi a ctof-

baae ontheassmpton f Gaxsin rndcm feld whrein on me is nou pre nd toea reauliztin ofti
w The knobm and covarniane. Praeiminamry thoe o dste Ndom se fil x 1(m,n) he ou thar of

o lexsrimeoal neus regien, thssi heaeso e firaeeld complnet.el a bym thet fx1(men))ad
image~~~xm~) arein inenndn homogensanig.Semnt- vetruh Ghausia

f which randore fieldsg with knowni jmen a~nd oarine

INTROUCTIO teorel thi paperble we wmpol the follwin con- -(
work asume tat &tratunt onio the conou Chrc nd, the resu-ltigpr

T hte rb le ofs segmentinal auto rimageint mror- ino h e smn) erqieta
orlstomgnoseinrses inthhaeaore chrctrze omlteybyte-imnioa

ima e cod iing and bimag undesdin Seges - vecrThtorsL we require th. t there, beuch lthat
Ithayo bestbading a h n brof lal pretesto "onaypit er ln. (e. fr eape
oneioof which iae dfrn texture bt maydfnit Fgr-1)Ti requimn t OnLmaya) irtse
nesaofltextureren avabe, wea wlels for thir sever,nbtba)n id ta we In

wloriashme thih as tetreed r asio mye charate tha th algrit mbe appie nlyoe sml
terizedg by ite mteaticand autocorrelation prope- aeso nIae n htw aetefedmt

tiesl, wherefrmti~ woud e s N-l. ro

h eso speii problemi addreinth i ap ht ieusd fo , we eqed tha thpein fr b e n joine
isloin tha ofes iting thae bou na btwen woe "bundary point y furcline. (e, for texame,
drein which ie ha e dif e nt o frxmes b atnt Figure ) codtione requireme ntctio fir st e

necesarly dffeent verge gay evel. T verter severein btarl in mind thatrve "ied
algorThm which eimatresne asme copte ht tealgorithm he drvd xmn) Nwltu Papptiod ony ossiern tol
as knowledge mo thelmeanoad utocreain fn- aesonimago nt asm- vco ,toe, pond ts em b h av the aredtoa

* Ition whjih l chasanteri teth s two ter Ing rotate th frame. (~);adtox toepit

pa tic e, r thi i o t ion wltould betuastImate d at fromt y ~ l s h o n d ni y oneighoring rhegions whihdael avuedy hooeous. codtone ormuat ne the maiamniklio esimator
Weevso hnta hsalgorithm mightbeoped fore thi weupto need(mn) an e resindtfor n the jint
pefoo win n initial coarts se thmenao Irace pobabilenity dizpy fntipo dt ofo the setl
dure. whc daivid n the mpio ima e adin to fame e and dxuanl conditionedoensiti. That fucin i ms

The. bouday aiaton alg ivlvst oimsoa i eard I~~l. Nwltu rto yasgigt
asradmaimum- ikehihoo sestimatork ontcal up eco oselyp l pints deei ne bya patcua
Wio th of k oinl Gas~i 1n hic for t age Ltte frmtsmnadt tospit
dta. omlto fteprbe fdtciga The Gaussian assrmption imaefr mts r xm). Th codtin las r~tfor (1 ic

matial actailiy. Athogh arua imae dta e deoeeby pxil) isthejoinrdesityof an
maynotfittheCauaia moel erywel, te x coditone onL ine th frandom ild

algritm dvelped undr his sxxmpton as i (t~)) nd x,(~n) ar inepnent thi

*~~~ ~ ~ ~ 8 0 6 
pefome well iniiil tsdwihrasmg 

o dniy i lptribepu ct o f h i



2

for (x -S.. Tie linear prediction coefficients

p(xj)- con•t IK,-1-  in thetwo -matrices will depend on the statistics
of the .:orrespondinr processes and on the ordering

Sex T (_-;) %(xZ-m, (3) used to form the vectors x and _Z.

+(x-m 2 )TK2(xo)1 Returning to p(XlII) in (3) we take the
-logariths, miltiply by -2, and drop the constant

where term to obtain the log-likellhond function A(L):

E a -E(x) a - Elc

S- A(L) InIK i I *nR21 - (x T-)'K-(x f- 1)"

K1 - K2 - 2ix_P - ( _-s 2 )
3
K; IOc_-s) (10)

Note that all of the vectors and mitricos on the 2

right-hand-side of (3) (even their dimensions) Note that
depend on L. The e.plicit forms cf these elements I -Ti
also depend on the order we cl.o.e In Assigning IKJI 1  I 1 1 h
the points of x(mn)) to x, and 7 (d(n) "

We now consider a whitening transformation on n
the observed data, which will Iead to an expres-
sion for p(zIL) which is utre easily evaluated for (Similarly for 1K21.)
varying L. Let From (8).(9),(10), and (I1).

e_4 -A (x_-m_) (I.) I'

AW 2(0djn) ln(di(n))](2
where A is such that -(2)

2 "
*eL} - D, (5) [2(n)/d2(n) 

+ 
ln(d 2(n))]

n

for DI diagonal. Then from (4) and (5),

- A T AT (6) The maximum likelihood estimate for L io that
value which minimizes A(L).

Assuming A, and D, are invertible, this gives

K*
! 

- ATD_'A 1  (7) COMPUTATION OF THE LIKELIHOOD FUNCTION

Using (4) and (7) we can rewrite the first half of We now consider the computation of the linear
the exponent of p(x L) in (3) as prediction residuals el(n) and e/n) for a given

.. The first step is to establish an ordering for

2 te elements of L and x,. which we show in Pigure
( - T (x-m) -'e (n)Id (n) (8) 1. For a given _ the points assxmed to be from

n (x1 (m,n)) are scanned left to right, top to

bottom, while those from Ix,(m,n)) are scanned
where el(n) is the nth element of k 1, and di(n) is right to left, top to bottom. It will be shown
the nth diagonal element of D,, which is the mean that this ordering leads to a simple line-by-line
squared value of e(n). Using similar definitions procedure for estimating L.
fore A2 , 2 e2 (

1
n) and d2 (n) we have

An exact evaluation of A(l) in (12) would

I2, require that the residuals a and e2 be computed

(x2 -?T(n)Id (n (9) using spatially varying prediction maske for which
the order Increases with each new point as shown
in Figure 2. Also, the shape of the sasks for a
given pixel location (S.n) would depend on L(k)

Now let us address the construiction of the for all k(m (the hypothesized edge-point locations

matrics A, and A2. All we ,ave required to this for all previous rows). In order to arrive at an
point is that these operators whiten the vectors Implementable algorithm we replace the ideal spa-
(z1-m I )  and (x.,- 2) and that they be invertible. tially varying maaks with, relatively small spa-

A One such cons7uction is as fuilnis. (Sa* tially invarlaiit ones as shown In Figure 2. There
Therrien 141.) Let AI be lower triangutlar with I's are two sourcee of error introduced by this
0n the disgonal. In addition, lit the non-zero approximation. First, by restricting the mask
off-diagonal part of each row j be the (J-li)st size, we are not in general able to remove all of
urdur linear predictor for the jth element of the correlation between the residual tens.
(z 1 -m 1 ) given all previous elements. In effect, Second. by not allowing the shape of the wak to
we compute the jth element of ei by subtracting vary with Its location relative to the hypoth-
from the jib element of (e2l-m 1 ) the part predict- seized boundary, we encouoter situations like that
abis from all elements k for which, k<j. Let A 2  sioten In Figunre 3. where part of the mask extends

strutted similarly, using lin..ir predictors ever the boundary, and we in es.se.,ce attempt to

. "-'.. _ . .. .. ................
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predict a sample from n- process uI.If samples Constral't% on contour shape may be imposed
assumed to be part of the other. There are convenlent lV In ti'P franwonri. of the expression
obviously sow tradeoffs to be made in selecting for A'(L) in (I). In our current Implements-
the mask shape and nize. tion. we first gener:ite Tfm,n) (the "likelihood

terrain") for All (e,n) In the search area. The
The sprially invariant prediction mask next step in in search for a path thr,-sph this

approuimation leads to some simplification of terrain which is in some sense ,ptimal subject to
(12). P.ecause the random fields (xI(mn)) and a desired constraint. We require of course that
1x2(,n)) are hom.,geneous, the mean squared value this path touch exactly one poit in each line.
of the prediction error is constant and we can If, for exiaple, the constraint is chat the
replace dl(n) and d,(n) by 0

2 
a-id 02 , respec- contour he a straight line, we -.%ght systemat-

tively. Also, eac residual term e or 2 is now ically generate all L which would rorrespond to a
computed independently of I, so the dependence of straight line, and evaluate A' for each au . L by
A on L is reduced to a form which may be summing the heights of the terrain at p'oints
esxpreas'€ explicitly by the limits on the summa- toucied by the corresponding line. Another form
tions. Letting A'(L) denote the approximate the constraint m3y take is st,.ehastic. For
value of A(L) m have exa.mple we might model the sequence of line-by-

line edge coordinites as a first order !arkov
A'(l)-l- T'process, s is done by Cooper and Sung 15). In
A'(L) TmL(m)) () this case the optimal path is found using a

" p dynamic programming procedure.

* where
PREI.IMINARY RESULTS

k
T(m.k) p2 e

2
(mn),'0

2 
+ ln(0

2
) The results of some early testing of the

n-p algorithm appear in Figure 4. We show rasults for

two different 32V32 textitred imsges, one of which
is repeated along the top of the figure, the other

Se(mn)i0 +nto ) repeated along the bottom. the Images were formed
Ink+l using regions extracted from a multiple-textured

Image in the USC data base. The true edge (the
(The limits on the susmations have been chosen one used in constructing the images) Is superim-
such that we compute prediction residuals only to posed on the first frame in each row. The
within a distance p of the frame borders, where p difficulty of finding the edge by naked eye
is the extent of the predictor mask. This (partirularly for the second imge) Is illustrated
easure, taken to prevent the mask froe ever In the second fIr me In each row, where we repeat

extending outside the frqme. slightly decreases the first frame without drawing the edge. In the
the area over which we can search for the con- third frame we superimpose the boundary found by
tour.) our algorithm "ite. we impose a straight-line
As implied In the discussion, the residuals constraint. The forth frame slown the result of

*_ e1 (rn) and e2(,n) are given by using a crade stochastic co.straint, where the
edge coordinate for line j is assumed to be the
coordinate on lino J-i plus a bias plus a uniform

ei(m.n) - x(m.n) - a 1 x m-iEn-1) r a.don variable in Ohe Interval 1-1,11. The bias
i term I% e'ntimated by first finding the edge

subject to a straight line consraint. The pr.dic-
O2(m.n) - x(mn) -EL biz(uio-J) tion msks used in all instancea were Wfl quarter

I j plane.

where Iat and 1hi?' re the sets of 2-0 LPC We have foond that, in lnoral, the ".ire we
coeffiene for the processes 1xl(m,n)) and know about the #Ap bforrhand, the w-ire accurate

Ix 4m,n)), respectively. The LPC coefficients are is the resulting estimate and the more quickly it
de asdont an the prediction masks used (I. re ' found. We are currently studying lntelli-

It a..rch procediu es and ways of specifying and
incorporating a priori information. We are also

EDGE SHAPE C-rHSTRA[NTS Investigating the effects of prediction mask size
and shape on the accuracy of the boundary

The likelihood function In (13) is minimized estimate.
by choosing independently for each row a the value
L(m) which isnimlses tto corresponding T(m,LUm)).
It has been found in practice however that much ArMk'INfl.E1lGEWENT
better results are obtained when we introduce
constraints en the liap of the boundary so that This work was supported in part by the Joint
coupling is introduced into the row-by-row deci- Services Electronics Program uder Contract
lone. Th need for shape constraints arises DDAAC29-AI-K-002/.

partially because of errors Introduced by the
amall spatially-invarlant prediction masks.
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